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Problem statement
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NACE codes NACEBEL codes

• Hierarchical structure

• Useful for:
• VAT
• Sector statistics
• Government support
• …

Correct classification is important!

But often wrongly classified
• Human error
• Ambiguitity
• Changes in business activity

Presenter-notities
Presentatienotities
CLEARLY explain problem!!!



Can Machine Learning help?
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MOST IMPORTANT SLIDE




Literature review



Literature
Predicting NACE codes – previous research
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Industry classification based on texts from
Dutch company websites (Sinke & Vanthienen

(2019))

• Comparing NLP techniques for text 
classification 

• Feature extraction techniques and different 
models

 .nl

Exploring a knowledge-based approach to
predicting NACE codes of enterprises based
on web page texts (Kühnemann et al. (2020))

• SVM and Naïve Bayes
• Improve predictive accuracy with knowledge-

based features

 .nl

Presenter-notities
Presentatienotities
2 papers doing very similar research
Compared different NLP text classification techniques
Good insights in certain scraping and preprocessing matters
Important to note that both where based on companies and classification in the Netherlands

They all use machine learning techniques. Not deep learning



Decisions to be made
1. What models to use? (ML vs DL)

2. What data to collect? (HTML/JavaScript, homepage, etc.)

3. How to clean data? (e.g. what to keep)

4. How to pre-process data? (what will we use as input for the models)

5. How to train models? (e.g. how long?, what to test?)

6. How to evaluate the results?
6
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Based on the research 



Methodology



Models
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Traditional ML method:

• Logistic regression

• ‘Simple’ algorithm
• Computationally efficient
• Feature engineering 

needed
• Estimates probability of 

belonging to class

Deep Learning method:

• RobBERT (a pre-trained transformer-
based Large Language Model)

• Complex
• Computationally expensive
• Neural Network (transformer-based)

• Automatic feature extraction
• Fine-tuning 



Research questions
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“How does a transformer-based model perform on a 
high-dimensional multi-class text classification task, 

compared to a traditional machine learning method?”

“What is the classification performance of a 
transformer-based model compared to a traditional 

model on different hierarchy levels of NACEBEL 
codes?”
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Data collection

Logistic
regression

Model training

Preprocessing

RobBERT

Data cleaning

Evaluation

Logistic
regression
classifier

RobBERT
classifier

Comparison



Data collection
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360,000 URLs in dataset** 

Scraping

152,302 scraped web pages (raw HTML)

• Only websites available in Dutch
• Only if scraping is allowed
• Only if the URL is still valid
• Only HTML of homepage is scraped

• 27,5% of companies not in StatBel 
provided DatasetLinking

NACEBEL
codes

110,372 scraped web pages with NACEBEL code

Web scraping

**The quality of the URL dataset is questionable!  Comparative insights should still be usable



Data collection
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Class imbalance



Data cleaning
• Downcasing
• Removing numbers & special characters
• Remove (nearly) empty texts
• Handling duplicates in data

o Online directories (e.g. ‘data.be’, ‘goudengids.be’)
o Branches (e.g. McDonald’s)
o Mistakes URL dataset
 Remove all but one
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Presenter-notities
Presentatienotities
Only emphasize that not all data is useful. Some data needs te be deleted. Done

The most appearning websites data.be, goudengids.be en docteranytime shouldn’t even be in here!
53 duplicates appearing + 10 times manually checked and removed 
3 datasets




Applying logistic regression hierarchically 

Each logistic regression “model” actually consists of 81 individual models 

Presenter-notities
Presentatienotities
Either explain this very clearly with an example or skip.



Logistic regression
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PRE-PROCESSING

Remove  KeepStopwords

Full words  Lemmatization  Stemming 
Character n-gramsTokens

TF-IDF  Word embeddingsFeature extraction 
technique

Downsampling on first digit  Class-Weighting
 NeitherClass balancing

 38 experiments with logistic regression

Presenter-notities
Presentatienotities
To find best logistic regression models we tested 38 different setups.

For example the dutch words�"opheffen", "opheffende" en "opheffing" could all have the same stem�"opheff". An English example could be "cycling", "cycle" and "cy-�clist",  “cycl”




RobBERT
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Cleaned data as input

Tokenizer for pre-trained model

Feed tokenized data to pre-trained 
language model

Output of RobBERT will be passed to 
custom classification neural network

Final layer is the 
classification output

e.g. 47512

Presenter-notities
Presentatienotities
Either explain this very clearly with an example or skip.




RobBERT

• Experiment with different 
setups
o Number of hidden 

layers
o Size
…
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Presenter-notities
Presentatienotities
To find best RobBERT models we tested 7 different setups.




Evaluation
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Accuracy

Can be influenced by 
majority categories

Weighted F1 
score

Better for imbalanced 
dataset



Results



Selected benchmark
 Duplicate heuristic
 Keeping stopwords
 Stemming
 TF-IDF
 Class-Weighting
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Results Logistic Regression

Presenter-notities
Presentatienotities
Not going into the theoretic details of logistic regression
Technique for binary classification:
For given input, estimates probability that input belongs to particular category	
 Simple & interpretable




Selected model
 One hidden layer
 4096 nodes
 No downsampling
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Results RobBERT

Presenter-notities
Presentatienotities
Not going into the theoretic details of logistic regression
Technique for binary classification:
For given input, estimates probability that input belongs to particular category	
 Simple & interpretable




Logistic regression vs RobBERT
Full NACEBEL code

22



Logistic regression vs RobBERT
Per digit breakdown
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• RobBERT outperforms logistic regression
• All levels 
• All metrics

• Accuracy and F1-score gap increases for RobBERT
 Hierarchical implementation advantage of logistic regression

• RobBERT still has more room for improvement



Training effort
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• Between 16 and 60 minutes per experiment (19m for benchmark)
• More pre-processing required
• Trained on Google Colab (cpu)

Logistic regression

• Between 2 and 4 hours per experiment
• Trained on Google Colab T4 GPU

RobBERT

 GPU is more expensive



Conclusion
• RobBERT

o Best performing
o Room for improvement

• Adressing class imbalance
• Use hierarchy of NACEBEL codes

• Logistic regression
o Shorter training time
o Less room for improvement

  Improve data quality & research deep learning 
applications further
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Presenter-notities
Presentatienotities
Robbert performs better than logistic regression.
Due to data quality, we believe the highest achievable result on reliable data will be higher for both methods.
Room for improvement on RobBERT -> more research on RobBERT and other DL techniques
With better data quality, more data per sample, more samples, and a better more customized RobBERT model high accuracies and results should be possible!



Questions?


	�A comparison of traditional and transformer-based machine learning techniques for NACEBEL classification of Flemish company websites�
	Problem statement
	Can Machine Learning help?
	Literature review
	Literature
	Decisions to be made
	Methodology
	Models
	Research questions
	Dianummer 10
	Data collection
	Data collection
	Data cleaning
	Applying logistic regression hierarchically 
	Logistic regression
	RobBERT
	RobBERT
	Evaluation
	Results
	Dianummer 20
	Dianummer 21
	Logistic regression vs RobBERT�Full NACEBEL code
	Logistic regression vs RobBERT�Per digit breakdown
	Training effort
	Conclusion
	Questions?

