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Summary

The development in computational technology enables the application of modern method-

ologies to big and organic data. The producers of official statistics are experimenting with these

new tools in order to construct quality and timely statistics. Nevertheless, the dynamics of new

information sources bring new challenges to the process. Due to this, we investigate a partic-

ular application of modern techniques where we extract information from business websites.

The traditional survey method to estimate innovation within a given region is Commu-

nity Innovation Survey (CIS). Compared to the traditional approach, we utilize web scraping,

text mining, machine learning and deep learning algorithms. The main focus of the study is to

investigate the reproducibility of applications performed in several other EU states. In addition

to that, we explore possible state-of-art techniques in order to improve the published results.

Lastly, the application concentrates on CIS 2019 whereas we identify various scalability as-

pects to all Flemish businesses.

The empirical results indicate that the business websites hold valuable information which

can be used to classify businesses whether innovative or not. Compared to the baseline study

by Statistics Netherlands, we have obtained similar prediction results [10][9]. The traditional

pipeline from text processing to binary classifiers resulted in 0.90 accuracy and 0.80 F1 score.

On the other hand, the transformers under deep learning techniques achieved 0.91 accuracy

and 0.90 F1 score. The significant rise of the F1 score stemmed from the improvement in the

recall of non-innovative companies. Despite the increase in evaluation metrics, the deep learn-

ing techniques offer considerably less interpretability. In the context of the official statistics, the

accountability and transparency of the estimates are essential. Hence, a sub-optimal logistic

regression model may arguably be preferred due to its white-box nature.

In the end, this thesis aims to present a complementary methodology in the estimation

of official innovation statistics in Flanders. In contrast to the traditional survey approach (CIS),

the modern big data application offers timely dissemination of results, cost reduction and no

response burden to the businesses. On the other hand, the genesis of the supervised learning

models that we evaluated depends on the labeled data from the CIS 2019. Moreover, a census-

like application needs further theoretical work which should address model bias and model

degradation. Consequently, this thesis intends to lead the way in developing quality and robust

statistics for Statistics Flanders by setting the baseline for a scalable approach.
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1 Introduction

1.1 Background

1.1.1 Measuring Innovative Companies

Traditional methodologies to obtain official statistics turn over a new leaf. New technolo-

gies complement the traditional means of acquiring data and analysis. A prominent example is

to automatically classify a company as being innovative or not using their respective website.

The conventional way of producing this statistic is by means of a biennial survey, namely the

Community Innovation Survey (CIS). Using survey methodology to produce official statistics

has several disadvantages. Firstly, it is very costly to conduct a survey nationwide. Sec-

ondly, there is an evident response burden for the companies. The response burden can be

described as administrative costs. There are even models that attempt to quantify the total

response burden. The standard cost model is an example of how the statistical reporting can

be an encumbrance not only time-wise but financially as well [53]. After all, the companies are

not in business to respond to surveys and they largely perceive surveys as non-value added

activities [23]. Besides, it is a long procedure that has a direct impact on the speed of dissem-

ination of the results. Conducting surveys can be considered as a long project that needs to

be managed. A survey on this scale would take more than a year to design and tailor [23].

Moreover, the implementation also takes months because of steps ranging from data collec-

tion to dissemination. Since new technologies and sources of the data are emerging, we can

harness the information cheaper and faster without creating a burden to the companies. Large

scale availability of company websites makes it possible to build a predictive model. Still, it is

challenging to embrace all companies in a region with a census approach. Nevertheless, the

text data on company websites can be used successfully to predict the innovative nature of the

companies in several countries [22] [31].

1.1.2 Concept of Innovation

Statistics on innovation are crucial for policymakers to adjust economic decisions given

the business conjecture. Furthermore, it is a conceptual variable that all European countries

need to monitor periodically. Innovation can be defined as finding new methodologies for both

tangible and intangible concepts [4]. For a particular company, it may stem from a new product

line while some other company can be innovative by just improving its internal policies. The

broad concept of innovation boils down to a binary classification for each company in the CIS

survey. Although the survey variable captures different aspects of innovation in a company,

the innovation concept is much broader in the literature. In an extensive meta-analysis about

indicators of innovation, 82 unique indicators were identified [16]. For this reason, the binary

label of innovation from the CIS survey certainly does not cover all points of view on innova-

tion. Due to this fact, it is significant to point out conceptual indicators that are operationalized

in the CIS 2019 survey. Traditionally, the binary classification is not just deduced from a single
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question in the CIS survey but rather combined from 5 different questions. The underlying

concepts of these questions are helpful to understand the fundamental concept of innovation;

product innovation, process innovation, abandoned/ongoing innovative activities, and R&D ac-

tivities. Hence, the meaning of the innovation measured in CIS align with only these particular

domains.

Among the other member states, Belgium holds a special position when we investigate

the innovative share of the companies. In figure 1.1, the infographic demonstrates that the

Belgium has the highest percentage of the innovative companies resulted from the CIS 2016.

While the results are extracted from the previous survey, it is the latest infographic available.

Figure 1.1: EUROSTAT CIS 2016: Share of Innovative Companies in EU [17]

1.2 Web Scraping and Text Mining

Web scraping is defined as a set of techniques dedicated to harvesting web content

in an automated way using computer programs [51]. There are many use cases including

social network analysis, digital marketing and statistical analysis. In practice, web scraping

techniques vary where there is not one single approach that can be applied to all websites.

Since each website is built uniquely for different purposes, web scraping techniques need to

be adaptive. Therefore, web data mining methodology differs depending on the task rather

than a rigorous step-wise procedure to follow. Web scraping is often used in the absence of a

custom-built application programming interface (API) that is programmed to provide structured

data. For instance, competitor price analysis is an important part of the digital marketing. In

most cases, there is no way to access the price data of the competitors using a structured way.

Even though there would be few competitors that can provide public API. These are usually

not enough to satisfy all the information needs. Hence, web scraping techniques are needed

to access and collect data from diverse sources in an organized way. As an advantage, an

enormous amount of web data is available for big data analysts to distill statistical information

without restrictions of an API. On the other hand, it is a complex and time-consuming approach
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depending on the context. The main difficulties in web scraping stem from the fact that most

websites are neither designed to provide organized data to a computer program nor willing

to fulfill the request from an artificial user. Web pages are also quite dynamic so that the

reproducibility of the outputs is a concern. Most of the Flemish companies own a website and

these websites will be harvested in order to model the innovative nature of the companies.

In a usual data mining setting, an input of structured numerical data is often used to

recognize a pattern and derive information. Until recently, the pattern in the texts left untouched

because of the complexity and lack of computational power. Text mining can be defined as

a sub-branch of data mining that explicitly focuses on methods and procedures to recognize

patterns inside the texts. According to Damerau and others, the methodologies and procedures

for mining are not two distinct concepts but share organic similarities [12]. The first step in text

mining is to acquisition and extraction text data. Web scraping techniques are ideally suited for

the first step in this application but it is not the sole methodology.

Text mining is a developing area of research. Not long ago, the so-called "Statistical

Revolution" in the area of natural language processing (NLP) emerged [26]. Computational

linguistics melt into statistical NLP resulting in state-of-art transformation and analysis of text

data. Analogous to web scraping, the application of the steps calibrated according to fit for

purpose where there is not a clear-cut approach for all texts. Furthermore, many practical

concerns need to be addressed such as storage of the data. Technically, a text is considered

as an object in the computer which is harder to access and store compared to numbers. Along

with main methods procedures, pointing effective ways to tackle up these shortcomings are

crucial. Nevertheless, text mining opens new doors to model patterns in the texts and convert

these previously undervalued objects to a valuable information.

1.3 Application to Flemish Companies

As mentioned above, we apply web scraping and text mining methods to produce sta-

tistical information about the innovative nature of the Flemish companies. The text data as

an input to the models is collected with web scraping techniques. Even so, not all companies

possess a web page or at least an accessible one which creates a problem of missing data.

Sensitive granular data for each company participated in the CIS 2019 survey is used in the

application. There are in total 3,179 Flemish companies that participated in the survey and for

each company a binary variable (inno5) indicating its aggregated innovativeness is present.

Following the data collection and extraction from the business websites, we model the text

from these websites in order to classify the company as innovative or not. Accurate results

may generate an alternative to the traditional official statistical production and lead the way

for similar official statistics. Henceforth, reproducibility, and scalability of the application are

essential. In the end, a successful application to Flemish businesses may decrease the cost

of producing innovation statistics, eliminate the response burden, and improve the timeliness

of dissemination of the results that is critical for policy-making.
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2 Research Questions

2.1 Main Research Questions

In this thesis, the primary objective is to uncover whether an official statistic of innovation

can be constructed from the Flemish company websites using web scraping and text mining

methodologies. The use of big data and technology to produce official statistics is relatively

new in the literature. While some sources label this as an "untraditional" way of producing

statistics, these procedures are perceived as merely complementary to the traditional method-

ologies [46]. There are also unorthodox views that consider the use of big data and technology

as an alternative [11]. Although there are limitations of the "untraditional" approach, we believe

that new methodology serves as a substitute that measures the same underlying principles of

innovation in this context. The research question was explored for other countries previously

and revealed accurate results [22] [31]. However, this is the first application for the Flemish

region.

2.2 Side Research Questions

Two side research aims are accompanying the main research question.

1. Can the methodology used by other National Statistical Institutes (NSIs) be improved?

The added value is to search for state-of-art techniques in the literature for this specific

application in order to improve the prediction accuracy.

2. Secondly, this thesis is expected to lead the way for a census approach for all active

Flemish companies registered. Consequently, the scalability and the reproducibility of

the methodologies are two essential aspects. How can the Flemish Statistical Authority

build a census approach upon this thesis? What are the recommendations regarding the

large scale implementation of the methodologies? Even though these two questions may

sound trivial, many practical challenges need to be answered before moving to a larger

scale application such as URL finding, language, and storage of the objects.

3 Related Research

The related research is investigated in two-fold. The first portion consists of similar work

done in other regions. The second portion covers the follow-up studies.

3.1 Similar Applications in Other Regions

Although the web mining and structuring its content is not a new field, the idea of using

web content to build web-based indicators goes back to no more than 20 years. Katz and

others discuss the possible indicators and their robustness but leave the website text content
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untouched as an indicator [28]. The work of Youtie and others dives into the website con-

tent analysis for nanotechnology companies, however, their application area remains limited to

cluster analysis [57]. The study investigates 30 US nanotechnology companies and concludes

that there is much potential in the web-based information to model the innovation process.

Gök and others present the first complete application using website text to study the abstract

notion of innovation [21]. In this paper, researchers extract data and utilize text from individual

company websites. Their application groups remain very specific and limited to 296 compa-

nies in the UK. Gök and others discuss that the use of website data as an alternative source is

significant and useful. Mirończuk and Protasiewicz expand the information domain from only

website text to big documents that contain links, descriptions, logo and body text [38]. In this

article, Naive Bayes classification is favored when classifying diverse aspects and employ a

voting committee of classifiers to label a company innovative or not. In the end, they achieve

a relatively high F-measure and find their approach suitable for unstructured website data. An-

other study that focuses on a sample of 79 Canadian companies reports low but significant

correlations between variables of innovation survey and web-based indicators [47]. Kinne and

Lenz choose the big data approach in a similar research question [30]. Here, German compa-

nies studied whether they are innovative or not solely based on their website texts. Application

is limited to a single model under the deep neural networks which reaches a good F-measure

(0.8). Furthermore, the study includes granular geographic pattern analysis that is useful in

regional policy-making. Lastly, the work of Daas and van der Doef has unique importance

because of the similarity in our research aims [10]. Although other studies lead the way of

producing a statistical measure from company websites, this study can be considered as the

first documented application to create an official statistic under Statistics Netherlands. Con-

sequently, their goal and methodologies are parallel to this thesis. Their models achieve high

overall accuracy (88%) and notable F1-score (86%). Furthermore, they performed a census-

like application to develop a nation-wide estimate of innovation. As a result of this approach

combined with bias correction, the final estimate is very close to the most recent official statistic

reported for the large companies in the Netherlands.

3.2 Follow-up Studies

Besides these studies on the classification of innovative companies, there are two crit-

ical follow-up studies. The first one is from the Mirończuk and Protasiewicz where their initial

methodology evolves to a more complex structure from a classifiers committee to the meta-

learning process and genetic algorithm in order to find optimum feature space [40]. In the

light of these improvements, they report an increase of 4.6% in F-measure. Secondly, Daas

and Jansen published regarding the model degradation of the models derived from the com-

pany websites in the Netherlands [9]. Researchers show a dramatic drop in the accuracy of

the model by 30% after a year of initial model training. Therefore, retraining the model using

updated web content after a certain period is suggested to produce valid estimates.
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3.3 Web Scraping

Over the past decades, the web scraping domain adapted many improvements. Many

of these improvements stem from the changes in web content delivery standards. For this rea-

son, timely publications are valuable to evaluate the state of art techniques in web scraping.

Vanden Broucke and Baesens provide an overview from elementary web scraping techniques

to advanced practical challenges [51]. Although the web scraping domain is very vast, this

book focus on the applications in data science field. The real-life examples and best ap-

proaches to solve them are exceptional contributions for this thesis. In the IEEE conference

of Big Data 2019, Diouf and others presented the state of art approaches and tools in web

scraping [14]. Here, authors introduce the software platforms and some browser extensions in

order to construct best approaches to solve common problems. Since the field is very dynamic,

it is important to be up to date with state of art. Dogucu and Rundel focus on the opportuni-

ties and challenges of web-scraping specifically in the data science domain [15]. Their work

provide additional insights on specific challenges such as relevancy and missing data. Lastly,

a knowledge about the inner structure of the web content is crucial. Nearly all web pages are

constructed with combination of Hyper Text Markup Language (HTML) and Cascading Style

Sheets (CSS). The book from Bowers and others give background knowledge in these two

web design languages [5]. Although their point of view is constructing a new web page, their

methodology is also relevant and useful in reverse engineering them.

3.4 Text Mining

In contrast to web scraping applications, text mining is much more theoretical. The

mathematical intuition behind the text analysis plays a significant role to determine the appro-

priate predictive models. In this regard, Gentzkow and others discuss the text as input data and

certain mathematical transformations to make it more suitable for current statistical methods

[19]. Feature selection, logistic regression and Richer presentations are worthwhile subjects

investigated in this work. The researchers emphasize the growing trend of use of text data in

machine learning so that we must be vigilant for state-of-art text mining. The timely article by

Mirończuk and Protasiewicz reviews the best practices in text classification [39]. The particular

focus on text classification tasks rather than broad text analytics adds an extra value because

the predictive models for innovation carry essentially a binary classification task. Here, the re-

searchers divide the methodology into three distinct objectives; extraction, qualitative analysis

and quantitative analysis. The state-of-art methodology under these objectives organized with

references to a vast literature. For the quantitative analysis, a deeper understanding is neces-

sary both theoretically and practically. "Machine learning for text" book by Aggarwal covers the

theoretical background of statistical models in text mining [1]. On the other hand, the practical

analysis is done with Python programming language. Therefore, the book authored by Sarkan

is favored as a practical guide in text analytics [49]. In this work, the links between theory and

practice are established clearly along with our current computational capabilities in NLP.
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4 Methodology

4.1 Baseline: Community Innovation Survey 2019

The starting premise of supervised learning models is the availability of label (posteriori)

information. The supervised learning models under machine learning depend on previous

experience. In our case, this information is defined as a binary variable. This binary variable

(inno5) derived from responses to the following domain of questions;

1. Product innovation

2. Business process innovation

3. Abandoned innovation activities

4. On-going innovation activities

5. In-house or external R&D activities

The final CIS dataset contains the inno5 binary variable along with company details such

as an address, business registration number (BTW), activity zip code, e-mail and website.

The company details filled by the company as part of the CIS and also verified from official

data sources such as business register and balance sheets obtained by the Belgian National

Bank. We will denote the available information in mathematical terms. The target variable is

Y representing the binary inno5 outcome of the CIS. The other available business information

will be denoted as M .

{Company name ... Company website, inno5} → {M,Y } (4.1)

Y = {innovative, non-innovative}

Therefore, the CIS 2019 dataset provided by the ECOOM KU Leuven constitutes the

baseline for this thesis. We will use the available information under M in order to classify

businesses according to Y . 3,179 Flemish businesses responded to the CIS 2019. There

are initially 37 businesses which have null Y . We will disregard these businesses since the

supervised learning techniques assume the availability of Y . Among the remaining 3,142

businesses that have a valid Y , there are 2,367 innovative and 775 non-innovative businesses.

There is a class in balance where 75.3% of the Flemish businesses are classified as innovative

according to the CIS 2019.

Additionally, M contains many missing values. The website information is the most

significant feature for this research. Yet, there are 966 business records with missing website

information. Hence, we need to manually identify the missing business websites.
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4.2 Treatment of the Missing Information

The ultimate information source that will be used is the business websites. So that, we

need to have the website information for all the businesses in order to minimize information

loss. A valuable source to treat the missing websites is to check the provided e-mail address.

The provided contact e-mail usually contains a piece of relevant domain information.

business.manager@companydomain.be→ http://www.companydomain.be

On the other hand, there is a high correlation between missing website URL informa-

tion and missing contact e-mail. This method of identification has limits but provides a highly

accurate baseline when available. Another possibility is to use search engines to locate the

business website with other information contained in M . The most relevant features for precise

search engine results are company name and zip code. The search engine methodology has

also its own limitations. It is a long and very inefficient process. It would take days to manually

search each company with a missing website. Automation of the search process and building

helpful indicators for the found websites are considered a good strategy.

We have utilized a custom Python script to scrape Google and Bing search results. The

web scraper is built upon the Selenium (version=3.141.0) with the Chrome web-driver. The

raw HTML results were parsed with the Beautiful Soup 4 library (version=4.9.1). We have only

considered the top 3 returned results. The search phrase is formed by the concatenation of

capitalized company name and activity zip code. These two features have no missing values

in the CIS 2019 dataset. The found URLs are stored in a CSV file.

Two verification indicators were formulated in order to guide the manual verification. The

first indicator is the presence of the zip code in all sub-domains of the returned websites. The

indicator is coded as binary outcome whether the website contains a matched zip code or not.

The second indicator is the street name lookup in contact and location pages. The Python

script visits the given search engine result and searches for the sub-domain links pointing to

either contact or location pages. Then, the script extracts all the visible text and search for the

street name match. Naturally, this indicator is also binary. These two automated verification

indicators are derived from the human verification process. A typical manual verification by a

human would be searching the most identifiable information in the website that can link the

search engine result to the actual business. A silver bullet to verify a business website is to

match its BTW number provided on the website with the CIS 2019 dataset. Unfortunately,

not many Flemish businesses provide this information through their websites or they provide it

with distinct punctuation patterns. For this reason, it would not produce a reliable automation.

The next step for human verification is to use location information such as address and zip

code. An exact match of the location information is used to verify the search engine results. By

finding the URLs beforehand and building automated checks, a significant reduction of work

was achieved.
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In the last step of missing data treatment, we manually visited the most promising URLs

ranked by the search engine order and two automated indicators until we found a match. The

found websites are stored in a CSV file along with a unique identifier (BTW). Despite our

efforts, there are numerous businesses that we could not locate a website. Among 966 missing

websites, we were able to find 774 websites that we could verify with the information presented.

On the other hand, 192 of the businesses that participated in CIS 2019 could not be associated

with a website. Since the website text will be used to build predictive models, these businesses

cannot be included in our models. Together with the businesses that had null target variable,

there are 229 businesses that have crucial missing information. In other words, we have 7.2%

missing information that we cannot treat. These businesses will be disregarded when we build

predictive machine learning models.

There are certain limitations to this approach of missing data treatment. First of all, the

procedure is still time-consuming. The workload increases linearly as the missing business

websites increase. Considering the fact that there are over one hundred thousand businesses

in Flanders, a complete search would be infeasible. Hence, the scalability of this procedure

needs a better strategy to harvest missing data. Secondly, the final decision of associating

websites to the CIS data is a subjective decision. There are borderline cases where the website

can equally be associated with the business or not. In that case, the decision can lead to both

false positive and false negative errors. A rigorous way to avoid a subjective decision is to use

other information channels such as direct contact.

The governmental bodies currently working on the best methodology to build an exten-

sive dataset on business domain addresses. After successful completion of the project, all the

Flemish businesses will be linked to a URL or missing indicator. In other words, a census-like

approach without having trouble to treat the missing data can be possible in a near future.

In conclusion, the partial missingness of the CIS dataset was treated with the aid of

novel automated indicators. While the combination of automated indicators and manual checks

was feasible for the CIS 2019 dataset, the scalability to all Flemish businesses needs refine-

ment. The websites will be used as the sole predictors and their validity has utmost importance.

4.3 Web Scraping and Storage

4.3.1 Web Scraping

In the next step, we utilized the Python Requests library (version=2.24.0) to collect the

raw HTML of the main domain. Application in the Netherlands by Daas and van der Doef

showed that the sub-domains are not useful to build predictive models [10]. Consequently,

only the default landing pages of the businesses scraped. The SSL certificate check was

disabled since numerous businesses owned websites with an expired SSL certificate.

There were several websites that could not be accessible during our initial attempt. Due
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to maintenance and network problems, it was an expected behavior. In order to maximize the

information gain, we tried to access those websites two more times with a one-week interval in

between attempts. Following the three web scraping attempts, 30 business websites could not

be accessed. Most of the inaccessible websites were not available anymore and return HTTP

request codes of 400, 403 and 503.

One of the unique features of the Flemish websites is their multi-lingual property. Bel-

gium has three official languages; Dutch, French and German. Additionally, English is one of

the mainly used languages by businesses. The homepage language is an important factor for

text mining since every language has its characteristics. Hence, a choice of a common lan-

guage would lead to better predictive models. On the other hand, the diversity of the websites

does not allow to concentrate on a single language in the Flanders area. Many business web-

sites offer either Dutch or English along with other languages. Consequently, we will build our

models using both Dutch and English languages and prioritize the Dutch language if available.

4.3.2 Language Switching

Since the website determines in which language it will display the homepage, we need

a procedure to adjust the choice to our predetermined language selection. The usual human

interaction with a website would be a search for the language menu. This language menu

can be implemented with various visual cues such as flags, language abbreviations or plain

language names. In any case, the raw HTML file would contain the coded information for

that switch menu if available. Similar to the manual missing data treatment, it is a laborious

procedure to switch each non-Dutch website manually.

In the literature, there is no application of automated language switches. A naive ap-

proach presented in the web scraping books uses GET request functionality to request a web-

site in a particular language. While sending the GET request to the server, we can set the

’accept-language’ parameter to ’nl-be’. This would ask the server to return the Dutch content

with Belgium locale settings. Although it is a simple attempt to switch the language, the web

servers usually do not fulfill the request. Many business websites have been developed with

low budgets and are not configured for unusual requests. Moreover, there is no uniformity in

the website designs and web servers. The highly unstructured format of the websites creates

difficulty to program robust manipulative scripts such as a language switcher.

Our novel algorithm starts by searching the ’hreflang’ attribute which is optionally used

in predefined <a> tags in the HTML files. This attribute codes the language of the destination

URL contained within the tag. The web developers use <a> tags for search engine optimization

since it allows semantic processing of localized results. Due to the common utilization of this

attribute, we can use the localization codes to extract the most probable URLs pointing to the

Dutch version of the website. If a website HTML code does not use the ’hreflang’ attribute

then we need to investigate all links contained on that page. The found links within the HTML
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code checked for the language content using the TextBlob library (version=0.15.3). Since a

website can contain links to an external website as well, we built safeguards to remain in the

input domain. The simplified pseudocode of the language switching is given in Algorithm 1.

Algorithm 1: Python Language Switcher
Input: URL, Language

Output: Success Code, New URL

begin

for hreflang ∈ URL do

if DetectLanguage(hreflang) = Language then
return True, hreflang → href

end

end

for href ∈ URL do

if Language ∈ lower(href ) then

if DetectLanguage(href) = Language then
return True, href

end

end

end

return False, ’ ’
end

4.3.3 Data Storage: ArangoDB

Structured and scalable storage of the scraped websites in logical structure together

with the baseline M is important for maintainability. ArangoDB is an open-source database

system that will be used as primary storage of the dataset and HTML files. The ArangoDB

is a multi-model database that has support for the documents. The community edition (ver-

sion=3.7.2) of the ArangoDB is used to create a document-based database. Then, both M

and Y are transferred to the unique documents. The BTW number of each business is used

as the primary key. The main advantage of ArangoDB is the availability of a Python driver.

The documents can be accessed directly with a Python script and manipulated using custom

functions.

HTML files are essentially textual files. They combine web scripts, pre-determined tags

and visible content of the website. The HTML files are human-readable but optimized for

machine interpretation. The textual aspect of these files allowed the storage of the contents

as part of the database document objects without requiring an explicit file management sys-

tem. This relational database structure provided logical structure and order to the enhanced

dataset. Furthermore, the database management system secured sensitive official information

(granular linked information).
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Figure 4.1: ArangoDB: Interface and Random Document Representation

In conclusion, the URLs provided by the surveyed companies combined with the URLs

found by the missing data treatment strategy and passed to the web scraping script. Instead

of a loose collection of CSV and HTML files, we opted for a tight collection of document model

that has additional secure access benefits. Both the web scraping approach and the storage

aspect are scalable for census-like analysis of all Flemish businesses.

4.4 Text Processing

4.4.1 Extracting Visible Text

The HTML files are designed to display the website content and interact with the users.

A specific HTML code may include predefined tags, attributes, header, metadata, scripts and

many other markup language syntaxes. The visible text on a website is only a small fraction

of the raw HTML file. The computer syntax does not contain valuable information to classify

a company as innovative or not. For this reason, we need to extract only the visible text from

the harvested HTML files. Given that, the design of the website and even the media content

can be considered during the classification, whereas these advanced features left out-of-scope

due to the limited applications in the literature.

The default HTML parser under the BS4 library was used to create a parsed HTML

documents. The tags are semantically labeled in a tree structure. Then, the labels associated

with the script, head, title and style tags have been removed from the tree. Secondly, the cookie

and GDPR pop-up messages filtered out using special keywords. Lastly, some of the HTML

files included <iframe> tags. The <iframe> embed HTML code stored in other domains into

the scraped page. Consequently, the visible text is actually requested from other URLs on the

run-time which we did not scrape. For those tags, we scraped the <iframe> source contents

as separate HTML files. The visible text extracted from those frames is appended at the end

of the visible text extracted from the original URL.
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The identifying information (M ) converted to a pure text representation of the busi-

nesses. The visible website texts establish the backbone of the business representation. The

notation of this representation is denoted as R. We will use the information contained within

the R to build predictive models.

{M,Y } → {R, Y } (4.2)

4.4.2 Language Detection

Every multilingual text processing should start with the identification of the document

language. It is a piece of crucial information for the proceeding text mining techniques. Many

text-processing steps are language-dependent such as stop word lists, stemming and lemmati-

zation. We have already used the language detection mechanisms during the language switch-

ing algorithm. Put it differently, we caused the exchange of homepage URLs to Dutch and

English by using TextBlob library. Nevertheless, numerous websites could not be switched to

Dutch or English.

The web scraping phase iterated over the best possible URLs without considering the

source language. Consequently, the database contains documents with undesired HTML in-

stances. We need to detect the language of these HTML files properly before the natural

language processing phase. The TextBlob library employed to detect the language on the

visible text of the final scraped HTML files. The TextBlob library uses the Google Translate

API to determine the source language. Consequently, it is more accurate compared to the

deterministic language detection algorithms which use trigrams.

Some of the extracted visible texts from the HTML files are too short for proper language

detection. For those pages, we labeled the language as unknown. The business websites

classified other than Dutch or English disregarded since the methodology depends on the

language semantics.

Figure 4.2: Distribution of Final Website Languages
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Figure 4.2 shows the distribution of the website languages. As expected, the share of

the Dutch language is the highest and it is followed by English. Despite our attempts to switch,

there is a small portion of the websites categorized as French and others (2%). The omission

of these businesses increases the total missing values to 9.97%.

4.4.3 Natural Language Processing

The high-level natural language processing pipeline consists of tokenization and nor-

malization of the raw text [3]. On the low-level processing, there are impactful decisions to

make that have a direct effect on the final model accuracy. The textual data analysis focus on

the raw texts from various sources and each source has its own characteristics. The natural

language processing of the website texts is still open for optimization with low-level NLP. We

will follow the low-level processing since it will allow us to present the effects of different deci-

sions on the final model accuracy for the website data. Because of a bilingual aspect of the R,

we built two separate pipelines with identical steps.

The initial processing phase removes the punctuation and converts the lowercase char-

acters. The removal of the punctuation is done with regular expressions. The regular ex-

pressions are deemed to be extremely powerful textual pattern finding tools and widely used

in the low-level processing [18]. The following regular expression is used to extract only the

alphabetical characters globally and eliminate all the punctuating and numerical characters.

/[A− Za− z] + /g (4.3)

Secondly, the special letter sequences used in websites indicate the necessity of low-

level text processing. Among the website visible texts, it is common to see numerous top-level

domain extensions like ’be’, ’de’, ’com’ and etc. These short abbreviations do not contain

contextual information regarding the innovative nature of a business. The application on the

businesses in the Netherlands showed that the short sequences are over-weighted and jeop-

ardize the models [10]. Hence, we eliminated the character sequences with three characters

or less. The disadvantage of this elimination is the contextual information loss from the short

words.

Thirdly, every language has specific words used as conjunctions, prepositions and other

widely used key phrases. The omission of the stop words practiced widely in the text mining

domain [29]. On the other hand, some studies conclude that removal of the stop words has

minimal effect on the final accuracy [20]. The effects of stop words can be judged with the

sensitivity analysis. During the initial model fitting, we removed the stop words by using the

pre-built lists within the NLTK library (version=3.5).

Next, the stemming and lemmatization of the remaining words are considered. In order

to increase the accuracy of the models, many applications of text mining consider stemming.
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The stemming of the words refers to the extraction of the root form of a word so that during the

transformation phase these words are represented identically. An example of the stemming in

English;

text → text

texts → text

texting → text

textual → text

textually → text

Similar to the stemming, a lemmatization process looks for the common part of the

different words (lemma). The difference is that lemmatization groups by contextual meaning.

For this reason, it is more advanced form grouping compared to the stemming algorithms. The

difference between the stemming and the lemmatization algorithm can be presented with a

simple example;

Stemming →


bad → bad

worse → wors

worst → wors

Lemmatization→


bad → bad

worse → bad

worst → bad

During the model search, we do not use the stemmed or lemma form of the words. Most

websites hold limited number of information that is presented with a short text. The stemming

and lemmatization becomes more meaningful for the longer texts. Nevertheless, the effect of

the stemming and lemmatization is evaluated during the text processing sensitivity analysis.

Lastly, some of the websites contain very limited information which is not enough for ac-

curate classification. For instance, a website scraped during the maintenance phase will only

show information regarding the maintenance phase. Similarly, a web page with an expired

domain would display only the notice of expiration. The detection of these practical problems

is not trivial. Nonetheless, we have to consider only the websites that encapsulate relevant

information for the classification task. The application to the website in the Netherlands re-

ports 15 words as the minimum for a quality classification [10]. We increased the suggested

minimum word threshold to 25 words for better quality since most expired domains contained

more than 15 words but less than 25. The remaining businesses after the text processing re-

duced to 2,746 compared to the initial 3,179 surveyed companies. After the final removal of

the businesses’ websites with short visible text, the total coverage is 86.38%. Considering our
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position on the importance of input data quality, the coverage appears to be remarkable. The

application in Netherlands case reached a coverage of 75.13% after the text processing [10].

4.5 Oversampling & Transformations

4.5.1 Oversampling

A prominent problem in many machine learning applications is a class imbalance. The

figure 1.1 suggested that Belgium has an exceptional position within other European coun-

tries. The innovative share of the businesses is largest in Belgium according to the CIS 2016.

Furthermore, the initial exploratory analysis showed that the reported share increased in CIS

2019. Because many classification algorithms perform well under the balanced classes, we

have to look for strategies to minimize the problem.

Re-sampling, down-sizing and learning by recognition are considered as viable strate-

gies to solve the class imbalance [25]. Moreover, the ensemble learning techniques harness

the power of the random re-sampling strategy. As a side effect, the class imbalance problem

is managed without additional steps. In the application to Flemish businesses, we used the

oversampling strategy. The representation of the words within the non-innovative websites

has a lower probability when we transform the textual data to the mathematical format. For

this reason, the oversampling of the non-innovative websites before building the transforma-

tion solves the class imbalance problem. After the oversampling strategy, the innovative share

of businesses in the dataset balanced from 78% to 51%. Put it differently, we sampled the

non-innovative websites randomly with replacement until a balance has been achieved.

On the other hand, the oversampled businesses should only be considered when we

transform and train the data. The test dataset should never contain a duplicate business.

Hence, the businesses with duplicate unique keys were removed from the dataset after the

transformation phase. Because the oversampling strategy worked well, other solutions sug-

gested were not considered.

4.5.2 Document Vector Representations

4.5.2.1 Bag of Words (BoW)

The R space contains the processed texts with the aforementioned steps. In order to

fit the traditional predictive machine learning models such as logistic regression and random

forests, we need to represent the textual documents with mathematical vectors. The tradi-

tional supervised learning algorithms cannot handle the raw text input as predictors and need

transformation. One of the simple vector representations is the bag of words (BoW) [58].

The algorithm is intuitive but has certain limitations. Let each website has a processed

text contained inR = {r1, r2, . . . , ri}where i = [0, 2746]. The bag of words algorithm transforms

the R to X = {x1, x2, . . . , xi} where xi represents the document vector representation of the
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ith website. Since xi is a vector, the represented words inside that vector can be denoted

as {w1, w2, . . . , wj} where the j represents the size of the vector. Each w variable is the

normalised occurrences that particular word in a given x.

In practice, there are two most commonly used normalized occurrence representations;

binary and count vectorization. In the binary case, the appearance of a wj in a xi turns the bi-

nary switch. Hence the possible parameter space for wj = {0, 1}. The word is either inside the

vocabulary of ri or not. Secondly, the count vectorization includes more information compared

to the binary vectorization. The possible parameter space for wj under the count vectorization

is Z+. In contrast to the binary representation, wj is counted throughout ri and the occurrence

count reflected to the xi vector [59].

A large text corpus implies a large vocabulary. For this reason, the representation of all

words inside the vectors ofX would lead to a very sparse matrix. The j which indicates the size

of the document vector representation would be equal to the unique vocabulary count. Since

we have a limited number of websites to train upon, we had to avoid the curse of dimensionality.

The processing of the text helps to decrease the word space. For example, the removal of stop

words shortens the vocabulary and lowering the case avoided the multiple representations.

We can also denote the advantage of stemming and lemmatization where the root (or lemma)

form of words diminish the vocabulary size significantly. Yet, the reduction does not imply better

predictive models. A better strategy to avoid the curse of dimensionality is to choose j as a

hyper-parameter and keep the words based on the total observed frequency. A simple bag of

words example with j = 4;

R =


r1 = "Alice likes math and science classes"

r2 = "Algebra and science are most important classes"

r3 = "Alice and Bob skipped the classes today"

(4.4)

The vocabulary consists from {classes, and, science, Alice, today, the, skipped, most, math,

likes, important, Bob, are, algebra} which is sorted based on the frequency of the words in the

R vocabulary. It is apparent that even a short document can create a large vocabulary.

X =


x1 = {1, 1, 1, 1}

x2 = {1, 1, 1, 0}

x3 = {1, 1, 0, 1}

(4.5)

In this particular case, each vector has a unique representation of the initial texts. Since

there are no repeating words inside the text specimens, the binary and the count representa-
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tion lead to the same document vector representation. There are several limitations of using

BoW features. First of all, due to the large size of the corpus vocabulary, we need to prune the

vectors. The supervised learning models cannot handle the cases where the number of fea-

tures (j) is larger than the labeled document size (i). The omission of the less frequent words

from the vector representations accompanies the information loss and still be a sparse matrix.

The sparse matrix creates problems for pattern finding in a large predictor space. Furthermore,

the semantics of the words are not considered in this transformation [1]. In the above example,

the math and algebra words have semantically close meanings. Yet, the BoW fails to create

associations between these two words and treats them independently. This is the direct result

of ignoring the word order and the context. Lastly, the document lengths are highly variable

in practice. A corpus may contain documents including some with few words and others with

thousands of words. The vocabulary formation and selection based on the word frequencies

become biased toward the large documents. Given the limitations, the BoW vector represen-

tation is very intuitive and easy to apply. Consequently, it is widely used in the practice as a

method of feature extraction from text documents. We have used the implementation under

the scikit-learn library (version=0.23.2) [43].

4.5.2.2 Term Frequency - Inverse Document Frequency (TF-IDF)

Due to the limitations of the BoW transformation, we also consider other document vec-

tor representations such as term frequency-inverse document frequency (TF-IDF). The princi-

pal idea of the TF-IDF is to use a weighting scheme that can enhance the representation of

words according to the local and global word frequencies [56]. Although the weighting scheme

of the TF-IDF has published long ago, it is still the most preferred approach on some domains

[2] [27].

In order to examine the document vector representation, we can deconstruct the term

into two parts; term frequency and inverse document frequency. Let an single textual document

rεR and a word wεX. The raw count of the words suggests the BoW transformation with

counting, c(w, r). The term frequency adds an additional weighting factor to the raw count.

The raw counts are divided by the total number of the words in r.

Term Frequency→ tf(w, r) =
c(w, r)∑
w′εr c(w

′ , r)
(4.6)

The term frequency specifies the local relevance of a particular word for r. In other

words, we scaled the presence of w which is bounded between 0 and 1. Using the term

frequencies, the document vector representation accounts for the longevity of r. Hence, the

resulting term frequency ranking is robust to the words contained in the lengthy documents. In

the second portion of the TF-IDF, the inverse document frequency is an indicator of the rarity
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of w. Let c(w,R) be the total count of the documents in R where w occurs and |R| be the total

number of documents in R.

Inverse Document Frequency→ idf(w,R) = log

{
|R|

c(w,R)

}
(4.7)

The TF-IDF of w in document r is the multiplication of the two components. This sum-

marizes the overall approach but there are variations on both term frequency and inverse doc-

ument frequency calculations. For instance, the scaling of the term frequency operation can

be replaced with a log-normalization in some applications; (log c(w, r) + 1). Although there are

different variations, we used the standard implementation in the scikit-learn library presented

in formula 4.8. This version includes a smoothing tune for the inverse document frequency and

euclidean normalization of vectors [43].

Inverse Document Frequency→ idf(w,R) = log

{
1 + |R|

1 + c(w,R)

}
+ 1

TF-IDF(w, d) = tf(w, r) ∗ idf(w,R) (4.8)

vl2−norm =
v√

v21 + v22 + . . .+ v2n

Similar to the BoW strategy, the TF-IDF is vulnerable to sparse matrix output. In our

application, we limit the number of words chosen to 400 words. The effect of the number of

words analyzed in the Netherlands application and the optimal result achieved with 400 words

[10]. Even though the conceptual selection of the most relevant top-n words similar to the BoW

transformation, the TF-IDF can be used to query documents with maximization illustrated in

formula 4.9 [45].

argmaxR
∑
i

wi,r (4.9)

A closer look into the mechanics of the formulas reveals some interesting points. First of

all, let wi be a very common word among all documents of the corpus. Then, the occurrence

of the denoted as c(w,R) will be close to the number of documents (|R|). This would bring

the inverse document frequency close to 0. Put it differently, the common words in the corpus

down-weighted since there is no contextual information and discriminatory power. During the

natural language processing phase, we eliminated stop words by using NLTK lists. The TF-IDF

is capable to adjust the weighting of these words by default so that there is a minimum value of

pre-removal when we use TF-IDF. Conversely, let wi be a rare word. Then the denominator of

the inverse document frequency function will be small compared to the numerator. This would

imply log(x) where x is a large positive integer. It means that wi has a contextual value in the

corpus. In sum, the weighting scheme of TF-IDF is elegant and easy to interpret. Compared
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to the document vector representation of BoW, the TF-IDF is capable to handle contextual

relevancy.

While the TF-IDF improves the predictive power of the models, it has certain limitations

as well. The example corpus created in formula 4.4 included semantically close math and

algebra words. The BoW document vector representation disregarded the semantic connection

between those words and treated them independently. The TF-IDF transformation also cannot

account for the semantic relationships. Consequently, the resulting vectors do not account for

the relationship between similar words [45].

In vectors presented in formula 4.10, the most frequent words transformed from exam-

ple 4.4. These words were {classes, and, science,Alice} respectively. Since all words in the

corpus are unique for each document, it is easy to track the mechanics. The {classes, and}
words globally occurring in more documents compared to the {science,Alice}. Hence, the first

document vector transformation for r1 assigns more weight to the {science,Alice} words as

expected. In r2, the length of the sentence is taken into account by term frequency portion and

the weights are adjusted accordingly. Overall, the TF-IDF has advantages over the simpler

BoW approach and easy to compute. Nonetheless, the semantics of words are still not valued.

X =


x1 = {0.4337, 0.4337, 0.5585, 0.5585}

x2 = {0.5228, 0.5228, 0.6733, 0.0000}

x3 = {0.5228, 0.5228, 0.0000, 0.6733}

(4.10)

4.5.3 Embeddings

In NLP, the embeddings refer to the representation of contextual meanings. The docu-

ment vector representations of BoW and TF-IDF cannot account for the semantics so that we

need embeddings to extract semantic knowledge from the website texts. In the Netherlands

application, the Word2Vec approach is included along with TF-IDF to improve the model accu-

racy [10]. We consider both Word2Vec and Doc2Vec embeddings which are extensively used

in NLP.

4.5.3.1 Word2Vec

The Word2Vec algorithm has been developed by Tomas Mikolov in 2013 [37]. The

essential idea of the word embeddings is to illustrate each word in the corpus with a vector

given a pre-determined fixed size. The vector of similar words such as algebra and math are

expected to be mathematically close to each other. There are two common algorithms to train

a Word2Vec model. The first one is a skip-gram model which tries to predict the neighboring

words (context) given a word. Oppositely, the continuous bag of words (CBOW) algorithm tries

to predict the word given the window of neighboring words.
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Both algorithms are trained on a shallow neural network setup. In our application to

Flemish websites, we used the CBOW algorithm combined with a window size equal to 5

(default value). The Gensim implementation in Python is used (version=3.8.3). The figure

created by Mikolov and others encapsulates the two algorithms [36].

Figure 4.3: CBOW & Skip-gram Algorithms [36]

Both algorithms can either use negative sampling or hierarchical softmax schemes. In

our implementation, we opted for the hierarchical softmax since it has advantages on training

efficiency [48]. Therefore, we can formalize the probability function of observing a word given

a context window as in formula 4.11 [36]. Moreover, one can derive the loss function of the

CBOW model under hierarchical softmax which is illustrated in formula 4.12 where S is defined

as vector size [42].

p(w|wI) =
L(w)−1∏
j=1

σ

([
n(w, j + 1) = ch(n(w, j))

]
.v
′

n(w,j)

T
vwI

)
(4.11)

LCBOW =

|R|∑
i=1

log p(wi|ci−j . . . ci+j)

(4.12)

=

|R|∑
i=1

log
e

1
2j−1

∑
k c

T
k wi∑S

s=1 e
1

2j−1

∑
k c

T
k ws

The relationship between word vectors can be expressed in mathematical terms as well.

Assuming the similar words hold a place in the vector space with fixed dimension, two closely

related word vectors should be mathematically close to each other. The prominent metric to

measure how semantically close the resulting word vectors is the cosine similarity. The cosine

similarity function is given in formula 4.13. The interpretation of the cosine similarity is straight-

forward where cos(w1, w2) is bounded between 0 and 1. Cosine similarity is equal to 0 when

the word vectors are orthogonal to each other. In other words, they are semantically completely
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unrelated. On the other hand, the semantic proximity increase as the cos(w1, w2) goes to 1.

The math and the algebra words would be expected to have high cosine similarity.

Cosine Similarity = Cos(w1, w2) =
w1.w2

||w1||x||w2||
(4.13)

Although the word vectors are useful to project word semantics to a vector space, their

integration with the document vector representations is not immediately apparent. The word

vectors cannot be added directly to the document vector representations since we have no

longer at the document level of features. The output of the TF-IDF is structured such that each

row is a website text document and each column is a feature derived from the most frequent

corpus words. Unlike TF-IDF, the word vectors are unique for each word in the corpus. In

order to integrate the word embeddings, we used averaging strategy. The words in a website

document are exchanged with the corresponding word embeddings and then the average of

the vectors is calculated.

The usage of word embeddings allows extracting semantic information from the words.

In practice, the word embeddings increase the predictive power of the models by encapsu-

lating the information that cannot be used by the traditional document vector representations.

On the other hand, the deep learning aspect and the integration to the document-wise fea-

tures place the algorithm close to the black-box models. The high-level understanding of the

algorithm does not always provide sufficient interpretation of high-dimensional vector param-

eters easily. Additionally, the word embeddings need a training corpus and its effectiveness

is correlated with both the quality and size of this corpus. We trained the word embeddings

using the scraped websites corpus which may not be large enough to extract certain semantic

knowledge.

4.5.3.2 Doc2Vec

The word embeddings constructed with the Word2Vec algorithm is extended by the

Doc2Vec [34]. Since the word embeddings had document-wise integration problems, the

Doc2Vec uses the Word2Vec algorithm to uniformly create document-wise vectors. These

vectors can also be applied to paragraphs. In Doc2Vec, both document vectors (D) and word

vectors (W ) are trained simultaneously. Consequently, the contextual word mapping barrow

information from both vectors [34]. The strategy to upscale the word embeddings is similar to

our manual implementation which uses averaging and concatenation.

Similar to the Word2Vec models, the Doc2Vec model has two prominent algorithms. The

skip-gram in Word2Vec translated as a distributed bag of words (dbow) and likewise, CBOW

translated as distributed memory model (dm). We used the Gensim library (version=3.8.3) for

the Doc2Vec implementation. The distributed memory algorithm is the default choice because
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of its performance. The other hyper-parameters inherited from the Word2Vec model such as

minimum word count (2) and window size (5). Given their hierarchical relationship and default

values, the choice of inheritance can be justified.

Figure 4.4: DM & DBOW Algorithms [34]

The figure 4.4 taken from the paper of Lu and others elucidate both algorithms with the

averaging/concatenation strategy. The main advantage of Word2Vec and Doc2Vec is being an

unsupervised learning technique. The training does not require a labeled data input so that

the improvements are possible with additional unlabelled business websites. Furthermore, the

document embeddings increase the model performance by overcoming the key weakness of

the traditional document vector representations which is the lack of contextual learning. The

Doc2Vec provides a uniform setting to produce document-wise contextual features in collab-

oration with word embeddings. The concise document-level representation of semantics can

easily be integrated with the traditional document vector representations. The empirical studies

indicate that the Doc2Vec improves prediction accuracy [33].

4.6 Classification Models

The transformations of the raw website texts into mathematical feature vectors allow us

to fit traditional supervised learning techniques. The R transformed into X where it contains

both document vector transformations and contextual embeddings. The resulting structure is

a tabular data; each row is a business website and each column is either a frequent word

or embedding score. Furthermore, we have the label information which was denoted as Y .

Among the traditional binary classification algorithms, we experimented with logistic regression

and random forest.

4.6.1 Logistic Regression

The logistic regression is a white-box model which permits direct interpretation of the

model parameters and properties. The logistic regression holds a special place in the gen-

eralized linear models because of its relationship with Bernoulli distribution. Naturally, the

innovative nature of the Flemish businesses is labeled with a binary outcome. We can write

the logistic regression model with the following formula.
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E(Y |X) = π(X) =
eβ0+β1x1+...+βpxp

1 + eβ0+β1x1+...+βpxp
(4.14)

This default non-linear transformation is known as the logit transformation. This trans-

formation has desirable properties such that the expected value does not range from [−∞,∞]

but remain in the [0, 1] [24]. It turns out that the E(Y |X) can be interpreted as the probability of

the Bernoulli trial. The logistic function can be converted to linear predictors with the following

transformation.

f(x) = ln

(
E(Y |X)

1− E(Y |X)

)
= β0 + β1x1 + . . .+ βpxp (4.15)

Secondly, the parameter estimates are interpreted as log odds ratios when we use

logit transformation. The odds ratios are intuitive and provide an understanding of the fea-

ture effects. On the other hand, the least-squares estimation cannot be used to fit the logistic

regression model [32]. For this reason, we need to formulate the maximum likelihood estima-

tion function which maximizes the log-likelihood of the underlying data. Let β be the vector of

parameters (β0, β1, . . . , βp)
′.

l(β) =
N∏
j=1

π(Xj)
Yj
[
1− π(Xj)

]1−Yj (4.16)

L(β) =

N∑
j=1

Yj ln(π(Xj)) + (1− Yj) ln(1− π(Xj))

The resulting β parameters are interpreted by their influence on the probability of being

innovative. A high positive βp indicates that increase of probability of being innovative; p(Y =

1|X). On the other hand, the negative β parameters negatively affect the probability of being

innovative. Since we transformed the raw texts into frequent words and embedding vectors, the

logistic regression model enables us to directly find the most positive and negative influencing

words.

The logistic regression is fitted with scikit-learn library in Python (version=0.23.2) [43].

The resulting X feature space was large compared to the available data after the document

vector transformations. Consequently, a feature selection is advantageous. The lasso re-

gression provides a non-smooth convex function which facilitates feature selection. The l1

regularization used and the regularization term added to the loss function as demonstrated

in formula 4.17 where λ1 is the regularization parameter. As expected, the l1 regularization

will force certain parameters to zero which will automatically select important features from the

large input feature space.
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argminβ
(
L(β) + λ1||β||1

)
(4.17)

4.6.2 Random Forest

In addition to the logistic regression, a random forest is considered for prediction. The

random forest is an ensemble model constructed from decision trees. Although it can be used

for both regression and classification problems, the seminal paper of random forest noted

its strengths on classification problems [6]. The random forest technique uses the bagging

strategy to ensemble individual decision trees. As illustrated in figure 4.5, the feature space X

is randomly sampled. The classification trees are also built with the random sample with the

replacement of the original websites. Finally, the majority voting is taken into account to return

a final prediction.

Figure 4.5: Random Forest Representation

Each decision tree is called base learners. Let h(x)1 . . . hn(x) be the base learners

ensemble together to form a random forest. Then we can define the majority voting as in

formula 4.18 for a classification problem [8].

argmaxy

N∑
n=1

I(y = hn(x)) (4.18)
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The classification decision trees built with a random sample of business website texts

and random features can be tuned with several hyper-parameters. Basically, the decision

trees are split into partitions from the root node by using an information gain criterion. Yet,

there is no subtle difference between the choices in practice. We used the entropy criterion

in our models. The entropy formula is given in formula 4.19 where the pi is a probability of

the arbitrary rule belongs to a given class [44]. The number of trees to grow in a random

forest, the minimum number of required samples for internal node split and bootstrap sampling

parameters optimized with hyper-parameter tuning.

Entropy =
c∑
i

−pi log2 pi (4.19)

The main advantage of random forest is being able to produce better predictions without

over-fitting [6]. The bagging algorithm decreases the random noise of a single decision tree.

The methodology can be applied to regression problems with minor changes. The sparsity of

our feature space can be handled by the random forest technique as well. These benefits make

the random forest technique a popular choice in practical problems. On the other hand, it takes

a significant amount of time to build a large random forest compared to the logistic regression

and a decision tree. Consequently, the hyper-parameter tuning and application to a real-time

prediction scenario need consideration before deployment. Similar to the logistic regression,

the scikit-learn library (version=0.23.2) used to build a random forest classifier [43].

4.6.3 Transformers

One additional novel approach to the already existing literature on business website

classification is the transformer models. Compared to the previous methodology, the trans-

formers are a relatively new approach that can be used in supervised text classification. The

power of the transformers is not only limited to the text classification and they can be used in

tasks such as translation and text generation [54].

The pre-trained models allow the transfer learning which can be fine-tuned further with

the business website dataset. The transformers are the state-of-art in the current deep learning

based text classification since it outperforms convolutional and recurrent neural networks [54].

The main advantage of the transformers is the eligibility of parallelization and overcoming the

bottleneck of short-term memory. Unlike the previous NLP methodology that we followed, the

transformers have been streamlined to accept raw text input and perform tokenization.

Although the transformers are growing rapidly since 2019, an influential model will be

considered in our approach with its robust counterpart; BERT and RoBERTa [13] [35]. These

models are trained on a general unlabeled corpus and need to be fine-tuned to achieve good

classification performance. In fact, the BERT model is pre-trained with over 3.3 billion word
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corpus. In general, the transformer models are criticized for being black-box models where the

inner dynamics and the huge parameter space are not readily interpretable. The multiple neural

network layers and multi-attention heads increase the complexity of the model. The transformer

models are the first transduction models which use self-attention to compute the input and

output representations [52]. Given that the attention in transformers can be interpreted as "

how much a particular word will be weighted when computing the next representation of the

current word." [7].

Figure 4.6: The Transformer Model Architecture [52]

In order to fully understand a transformer model, the model architecture given in figure

4.6 by Vaswani and others is helpful [52]. First of all, the transducer model contains an encoder

together with a decoder. According to the original notation presented by Vaswani and others,

the encoder maps (x1, . . . , xn) to a continuous representation of (z1 . . . , zn) [52]. Given the

z vector, the output is generated by the decoder structure as (y1, . . . , yn). The self-attention

concept is important for the transformer models since it allows the parallelization of the tasks.

The self-attention mechanism investigates the input sequence of (x1, . . . , xn) and internally

checks different locations in the input for a better representation of a word. The multi-head

attention in the figure 4.6 points to the self-attention mechanism. The left section of the figure

4.6 shows the encoder stack of the transformers. The encoder stack consists of 6 identical

layers with two sub-layers within each identical layer [52]. The first sub-layer is the multi-head

attention and normalization while the second one is a simple feed-forward neural network.

The decoder stack follows a similar layer structure where there are 6 identical layers as in the

encoder stack. It is presented on the right side of the figure 4.6. The multi-head attention

mechanism is enhanced with an additional sub-layer of masked multi-head attention. The

normalization and feed-forward neural network remain in place where the second multi-head

27



attention is connected to the encoder stack directly.

In more detail, the attention function is responsible for mapping a query with key-value

pairs [7]. The query, keys, values and output can be considered as mathematical vectors where

the output vector is a weighted sum of the values [52]. Let query vector be q = (q1, . . . , qn),

key vector be k = (k1, . . . , kn), value vector be v = (v1, . . . , vn) and lastly the output vector be

o = (o1, . . . , on). The output matrix from them multi-head attention block can be computed as

follows where d refers to the dimensionality;

Attentionij(q, k) = softmax
( qk′√

dk

)
=

eqik
′
j∑n

d=1 e
q
ik
′
d

(4.20)

This is a calculation of attention is referred to as softmax-normalized dot product of

queries and keys. In other words, the activation function is the softmax function for the multi-

head attention sub-layer neurons in figure 4.6. However, the resulting matrix of the attention

weights needs to be combined with a weighted sum of the values (v) to return the output

vector. The multi-head attention refers to the numerous sets of q, k, v vectors where each set

is randomly initialized. The ’Add&Norm’ block refers to the addition of the results from these

multiple representative sub-spaces and finally normalization.

oi =
n∑
j=1

Attentionij(q, k) ∗ vj (4.21)

Attention weights can be interpreted as the importance of every tokenized word when

producing the succeeding representation of that token [7]. Since we focus on a particular

subset of the transformer model (BERT and RoBERTa), the model-specific tokenization needs

more consideration. The BERT requires a special tokenization structure such that the be-

ginning of the sequence is marked with [CLS] and the end of the sequence is with [EOS].

Additionally, the [SEP] and [MASK] tokens are used when the raw input text is tokenized. Ini-

tially, 15% of the tokens are masked and predicted given the context. This feature of the BERT

indicates the masked language model characteristic [13].

On the other hand, there are different meanings of the masking when we investigate

the masked multi-head attention sub-layer in figure 4.6. The masked in this sub-layer means a

sequence mask where the future information is not exposed to the attention function.

Given the simple softmax classifier (f(s)) added on the top of BERT and RoBERTa,

we can calculate the probability of innovation. The model would maximize the log probability

of the correct label jointly with the attention weights [50]. In the popular implementations of

the transformers based on BERT and RoBERTa binary classification, the cross-entropy loss
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function (CE) is the default choice.

f(s) =
esi∑C
j e

sj
(4.22)

CE = −
C∑
i

ti log(f(si))

Before the rise of the transformer-based text classifiers, the artificial recurrent neural

network was the state-of-art, more specifically long-short term memory (LSTM) [41]. Although

there are numerous pre-trained models, the BERT developed by Google has been a top choice

since its release [13]. On the other hand, the search for better pre-trained models never ended.

We can see the RoBERTa as an improvement to the pre-trained model with longer training

times with larger batches [35]. Empirical studies show that the RoBERTa is capable of in-

creasing the predictive capacities of the BERT model [35] [41]. We will investigate the model

performances using both of these state-of-art text classification models. To the best of our

knowledge, this will be the first application of transformers-based classification on business

websites to classify innovative behavior.

The hyper-parameters in transformer models are marginally different from the traditional

hyper-parameters due to the nature of the deep learning algorithms. The two most important

parameters to optimize are the learning rate and training epochs. In deep learning terminology,

the learning rate refers to the rate of adjustment of the model weights in each step. Secondly,

the training epochs refer to a complete pass from the training dataset by the algorithm. Since,

the transformer-based deep learning algorithms take a considerable amount of time to train

(fine-tuning), an extensive search for the hyper-parameters is usually infeasible. Instead, we

started with reasonable hyper-parameters and searched for improvements manually. Lastly,

the bilingual aspect of our dataset (Dutch and English) hardens the choice of a good pre-

trained model. The multilingual pre-trained models exist, but their performance compared to

the single language is expected to be more limited.

In the end, the transformers is the state-of-art when we talk about the text classification.

The advancements allow for shorter training times with better predictive accuracy. Hence,

the deep learning models began to be applied to various datasets. Since the application with

business websites in an innovation context is lacking, it is scientifically valuable to evaluate their

performance on our unstructured dataset. Given the benefits of these models, they are mostly

criticized for being a black-box approach. In a policy-making setting and publicly available

official statistics, this aspect of transformers needs additional consideration.
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4.6.4 Evaluation Metrics

The binary classification of Flemish businesses implies a 2x2 confusion matrix. The

confusion matrix that we can evaluate the model performance is given in figure 4.7. The true

positive (TP) and true negative (TN) stand in for correct classifications for innovative and non-

innovative businesses respectively. On the other hand, the erroneous predictions included in

false positive (FP) and false negative (FN) cells. The false positive is statistically known as

Type I error (α) and the false negative is known as Type II error (β).

Figure 4.7: Confusion Matrix

There are two different metrics that we will evaluate in our classification model. Firstly,

the accuracy score is given in formula 4.20. The accuracy metric is useful to evaluate the

predictive power of the underlying model. Yet, the innovative nature of Flemish businesses has

a class imbalance problem. Approximately 75% of the Flemish businesses have been labeled

as innovative in the input dataset. In other words, one can reach a 0.75 accuracy score just

by assigning an innovative label to all companies. Nonetheless, this is not what we would like

from a supervised machine learning model. For this reason, the initially high accuracy metric

can be a misleading indicator of the model performance.

Accuracy =
TP + TN

TP + FP + FN + TN
(4.23)

A more relevant indicator of model performance is the precision of the binary classifi-

cation. The precision score refers to the correct predictions among all innovative predictions.

Although the precision score is relevant in binary classification, it does not tell all the story. One

can adjust the cut-off threshold of predicted probabilities and only select a few certain innova-

tive companies. This would boost the precision score of the model whereas it does not account

for a good model. Since the model will end up with high β errors. The recall is a measure of

how many innovative businesses are predicted correctly among the actual innovative business

set. Both precision and recall equations are presented in formula 4.21.
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Precision =
TP

TP + FP

(4.24)

Recall =
TP

TP + FN

The second evaluation metric is the F1 score where both precision and recall are taken

into account. The F1 score is also known as the harmonic mean of precision and recall. A small

value in either precision or recall is penalized and the F1 score diminishes. Consequently, it

creates a good balance between the two metrics. Hence, the F1 score is preferred over the

accuracy score when the problem has a class imbalance.

F1 Score = 2

[
Precision ∗Recall
Precision+Recall

]
(4.25)

Overall, there is no single evaluation metric to rule them all. The choice of evalua-

tion metrics is specific to the underlying problem. There are many other good choices such

as Matthews correlation coefficient (MCC) and area under the curve (AUC). Those evalua-

tion metrics have different statistical properties. Nevertheless, the benchmark studies in other

countries used the accuracy metric extensively and it constitutes a good comparison setting.

5 Experimental Results

The empirical evidence shows that both logistic regression and random forest algo-

rithms are capable to classify businesses whether innovative or not (see table 5.1). Since

there are many possible combinations from text processing steps to the hyper-parameters of

the embedding models, it is only possible to search for the limited best options. Hence, the

empirical results are investigated in two-folds. Firstly, we present the experimental results for

the classification model, embedding model and oversampling combinations. Then, the best

combination according to the evaluation metrics will be used to assess various text processing

choices similar to a sensitivity analysis.

The text processing steps to get the initial model performances require a clear spec-

ification. We have opted to include only Dutch and English texts, remove punctuation and

numerical characters. Following the methodology of Statistics Netherlands, we have removed

the character sequences of less than three characters [10]. On the other hand, we have al-

tered the text processing methodology that Statistics Netherlands found optimal by excluding

the websites that has less than 20 words. The basic motivation to alter the methodology was

the observance of the websites with default pointers such as ’expired domain’ which usually

had more than 10 words but less than 20. Lastly, we have performed stemming as default.
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5.1 Classification Results: Test Data

The results table 5.1 provides results from the various model, embedding and oversam-

pling combinations. As default case, all combinations built upon the TF-IDF document vector

representation with 300 most frequent words. The selection of the number of frequent words

was a result of an experimental trial. Compared to the training dataset, the size of the fea-

ture space is reasonable where the higher number of features negatively affects the model

performances. Secondly, a result table for the BoW approach is not provided since the BoW

document vector representation could not achieve higher evaluation metrics given the above

combinations. The TF-IDF document vector representation consistently improved the model

results where all else being equal. Considering the methodological superiority of TF-IDF over

the BoW, the empirical results are as expected. A hyper-parameter tuning performed using

cross-validation of 5 k-folds for both logistic regression and random forests. The independent

test dataset was kept aside for an objective assessment.

Classifier Embeddings Oversampling Accuracy F1 Score

Logistic Regression Word2Vec No 0.77 0.47

Logistic Regression Word2Vec Yes 0.89 0.78

Logistic Regression Doc2Vec No 0.86 0.75

Logistic Regression Doc2Vec Yes 0.90 0.80

Random Forest Word2Vec No 0.77 0.48

Random Forest Word2Vec Yes 0.88 0.78

Random Forest Doc2Vec No 0.86 0.75

Random Forest Doc2Vec Yes 0.85 0.66

Table 5.1: Classification Results: Test Dataset

The results presented in table 5.1 indicate that both logistic regression and random

forests model have low accuracy and F1 score when oversampling is not used. In fact, the

models tend to classify all business websites as innovative regardless of the content due to

the high class imbalance. Hence, the 77% accuracy creates an illusion of success where the

innovative companies have a 75% share in the dataset. Consequently, the F1 scores are more

relevant in our context. The oversampling strategy in the training dataset solves the class

imbalance problem where the models improve their predictions. The logistic regression with

L1 regularization, oversampling and Doc2Vec embeddings resulted in the highest accuracy

(0.90) and F1 score (0.80). The random forest achieved similar high results with averaged

word embeddings where the final accuracy and F1 score were 0.88 and 0.78 respectively.

In general, both logistic regression and random forest models achieved homogeneous

results that were presented by the Statistics Netherlands [10] [9]. The oversampling method-

ology must be integrated given the unique distribution of the innovative companies in Belgium
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compared to the Netherlands. Furthermore, the averaged word embeddings appear to be

sufficient for the predictive models where document embeddings provide slight marginal im-

provement depending on the classification model used. Given the evaluation metrics and the

interpretability of the logistic regression model, we utilized the logistic regression model in

sensitivity analysis of different text processing steps.

Figure 5.1: Logistic Regression Model: TF-IDF, Doc2Vec & Oversampling

Figure 5.1 shows the predicted probability histogram for the test dataset. As expected,

the non-innovative businesses are minority class represented by the blue distribution. As ex-

pected from a well-calibrated logistic regression model, the predicted probabilities form a U-

shape. Given the class imbalance, the low probabilities are less predicted. The logistic regres-

sion model with document embeddings can predict the innovative businesses as innovative

with good precision as the figure 5.1 suggests. On the other hand, numerous non-innovative

businesses still assigned more than 0.5 probability which is the default threshold. This behavior

needs more elaboration which will be discussed in the later section.

Figure 5.2: Random Forest Model: TF-IDF, Word2Vec & Oversampling
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Figure 5.2 demonstrates the predicted probabilities on the test dataset where a random

forest classifier is used. Additionally, the document embeddings switched to word embed-

dings given the better classification results presented in table 5.1. In contrast to the logistic

regression model, we can distinguish two clear distributions of innovative and non-innovative

businesses. The innovative businesses where true nature is highlighted with green color forms

a normal-like distribution with a slight left skew. The predicted probabilities of the innovative

businesses appear to be consistent over the threshold which explains the precise results for

the category. On the other hand, the not-innovative companies do not form a single normal-like

distribution below the threshold. Instead, the predicted probability histogram shows that there

are quite a few non-innovative businesses above the threshold and clustered around 0.8 pre-

dicted probability. Compared to the misclassified innovative companies, the misclassification

of the truly non-innovative businesses is a bigger problem for the classifiers.

5.2 Sensitivity Analysis: Text Pre-processing

The text pre-processing steps are an essential part of any natural language processing

pipeline. Although there are countless possible combinations to process raw textual input, the

sensitivity analysis of these choices usually paid little attention. We believe that there is no

single strategy that can accommodate any raw text input. For this reason, a simple factorial

design considering stemming, minimum character sequence, stop word removal and minimum

document length has been considered. The stemming, minimum character sequence and

minimum document length were suggested by the default methodology presented by Statistics

Netherlands [10]. We investigated further the effect of different choices systematically. For the

stemming and stop words, language-specific (Dutch or English) tools have been utilized.

Stemming Char Sequence (min) Remove Stop Words Document Length (min) Accuracy F1 Score

+ 3 + 10 0.88 0.80

+ 3 + 20 0.89 0.80

+ 3 - 10 0.86 0.76

+ 3 - 20 0.87 0.78

+ 2 + 10 0.88 0.80

+ 2 + 20 0.87 0.80

+ 2 - 10 0.86 0.76

+ 2 - 20 0.88 0.79

- 3 + 10 0.86 0.78

- 3 + 20 0.87 0.78

- 3 - 10 0.87 0.79

- 3 - 20 0.87 0.78

- 2 + 10 0.87 0.79

- 2 + 20 0.87 0.78

- 2 - 10 0.87 0.79

- 2 - 20 0.88 0.81

Table 5.2: Text Pre-processing Sensitivity Analysis Results
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The results from the sensitivity analysis are presented in table 5.2. The logistic regres-

sion model with TF-IDF document vector representation and document embeddings is fitted for

each combination. Moreover, the accuracy and the F1 Score metrics are averages of 10 differ-

ent randomly extracted test datasets. Consequently, we have eliminated a possible noise from

a single random test dataset. The results in table 5.2 demonstrate that text pre-processing

steps have a solid impact on the prediction power of the logistic regression model. In gen-

eral, the stemming with the combination of a minimum three character sequence outperformed

the other combinations. The findings are coherent with the methodology created by Statistics

Netherlands [10]. When we consider the stop word removal, the choice appears to be contex-

tually dependent. The combination of stemming and stop word removal surpass the stemming

and no stop word removal combination. On the other hand, there is no tangible difference

when we do not use stemming operation. This behavior can be explained with the inner me-

chanics of the TF-IDF formulation where the reduced to stem form counts become comparable

to the common stop words. In this scenario, the rareness of the words aforementioned in the

methodology section turns into a less useful feature. Hence, the stop word removal is benefi-

cial when we utilize stemming operation alongside. Lastly, there are business websites which

hold a tiny amount of textual information. As a fundamental assumption, we need a minimum

threshold of word count in order to classify a business website. Overall, the elimination of web-

sites that has less than 20 words produced better results compared to the minimum 10 words

threshold. During the sensitivity analysis, we have not considered the lemmatization due to the

consistently less accurate predictions compared to the default stemming approach.

The sensitivity analysis demonstrates that the text pre-processing steps are not trivial.

In the business website classification, we have found that stemming, minimum 3 character

sequence, stop word removal and minimum 20 document length is the winning combination.

Depending on the input context, the pre-processing can be fine-tuned further where punctua-

tion and numerical characters can also be considered.

5.3 Transformer Results

The results from the transformer models given in table 5.3. The pre-trained models were

acquired from the Hugging Face transformers library [55]. The corpus of combined Dutch and

English business website texts has unique characteristics. The pre-trained models are usually

trained with a single language and there are few multi-lingual pre-trained models where more

than 100 languages are represented. The transformer models also have their own text pre-

processing and tokenization pipelines. The default tokenizers for each architecture are used

to transform the raw text into a valid input vector. The results indicate that the deep learning

approach can improve the prediction results when we consider the F1 scores. As mentioned

in the methodically on evaluation metrics, the accuracy of the predictions may be misleading

given the context. Although the transformers result in comparable accuracy scores to the

traditional classification methods, the F1 scores are consistently higher in transformers. The
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main reason for F1 score improvement is a significantly higher recall of non-innovative class. In

other words, the transformers retrieve more relevant non-innovative business information from

the website texts. The models trained with both 5, 7 and 12 epochs using a learning rate of 2e−5

and 3e−5. The training batch size was fixed to 32 and no evaluation between the checkpoints

allowed. Due to the long training duration, a complete hyper-parameter optimization was left

out of scope.

Architecture Pre-trained Model Accuracy F1 Score

BERT bert-base-uncased 0.88 0.87

BERT bert-base-multilingual-uncased 0.88 0.88

BERT wietsedv/bert-base-dutch-cased 0.91 0.90

RoBERTa roberta-base 0.88 0.87

RoBERTa pdelobelle/robbert-v2-dutch-base 0.89 0.89

Table 5.3: Transformers Results: Oversampling

According to the table 5.3, the BERT architecture provided the best results together

with the Dutch pre-trained model. Considering the 67.7% representation of the Dutch business

website in the corpus, the results are coherent. The base model which has been trained

with English text performed worse compared to the multilingual model as well. Yet, even the

English base model has better F1 metric and analogous accuracy. The RoBERTa architecture

produced nearly identical results when we consider the base models. On the other hand, the

Dutch pre-trained RoBERTa could not improve upon the Dutch BERT. Given the additional pre-

training of benefits of the RoBERTa architecture and the robustness, the results do not agree

with our preliminary expectations.

5.4 Logistic Regression: Parameter Estimates

The logistic regression model is considered to be a white-box predictive technique. Put it

differently, it offers a transparent inspection of the parameter estimates. From these parameter

estimates, we can interpret the results and how the model infers the business websites. In

essence, the logistic regression model was trained with the most frequent words from the

TF-IDF and document embeddings. We can focus on the coefficient estimates of the most

frequent 20 positive and negative words to better understand the model predictions. These top-

20 words given in table 5.4. Taking the innovation concept into account, we can observe the

resemblance among the positive words. Development, design, software, technology, research

and innovation words are highly relevant in the terminology of innovation. Another interesting

aspect of the positive words is that most of the words are English words. The logistic regression

model has one more additional binary feature named ’w_language’ which is coded as 0 for

Dutch websites and 1 for English ones. Given that, this feature does not appear in the top-20

most positive or negative features. Consequently, we can assume that this feature had no

significant effect on the prediction where the words and document embeddings provided more

predictive information.
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Negative Words Coefficient Positive Words Coefficient

offerte -3.13 applications 3.89

diensten -1.61 development 2.80

grote -1.60 health 2.53

industrile -1.48 design 2.53

transport -1.41 high 1.91

bezoek -1.22 software 1.89

ervaring -1.20 technology 1.88

supply -1.17 research 1.84

onze -1.16 jobs 1.73

afspraak -1.15 time 1.57

medewerkers -1.12 innovation 1.55

wij -1.10 systems 1.41

werken -1.04 one 1.41

welkom -0.92 view 1.27

fax -0.91 duurzame 1.13

informatie -0.87 company 1.12

contact -0.85 power 1.00

sitemap -0.81 care 0.90

assortiment -0.78 products 0.89

email -0.78 solutions 0.88

Table 5.4: Top-20 Positive and Negative Coefficients - Logistic Regression

The negative words represented more service and traditional industry-oriented termi-

nology. Moreover, we see a more heterogeneous mixture of Dutch and English words. The

’offerte’ word has the highest negative coefficient and contextually more likely to present on

websites such as insurance providers, banks and retail sellers. None of these sectors are in-

herently innovative so that it is contextually harmonious. There are two more words among the

negative ones that need more attention. The words ’wij’ and ’onze’ are supposed to be stop

words and excluded during the text pre-processing. On the other hand, the NLTK Dutch stop

word list turned out to be far from a comprehensive stop word list where these words are not

accounted for. In the end, the logistic regression model offers a transparent look behind the

prediction dynamics that we can gain valuable information. The top-20 positive and negative

word lists indicate that the model actually comprehends the common innovation terminology.

Moreover, we can use the words to study which sectors tend to be more likely to be innovative.

5.5 Independent VLAIO Dataset

The innovation agency in Flanders (VLAIO) kindly supplied independent business URLs.

These URLs were investigated during their application to VLAIO funds. On the other hand, the

VLAIO does not assess and classify companies whether innovative or not. Instead, the agency

has various quality labels that can categorize a given business and its fitness for funding.
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The lack of true innovation labels guided us to derive one from the VLAIO reports.

The annual report from 2019 (Jaarverslagen 2019) provides an exclusive list of supported

companies by VLAIO. The suggested indicator for the innovative nature of a given business by

VLAIO is to check whether that particular business appears in the list of supported companies.

For the independent test dataset, we have used the best logistic regression model where

the text pre-processing steps are kept identical with the training set. The model has been

trained with all instances of CIS results and the new accessible VLAIO URLs predicted. In

total, we have predicted 2,254 businesses whether innovative or not. The model predicted

1,854 businesses as innovative and 400 as not innovative. Considering the source of the

dataset, the innovative percentage above the national average is expected (82.3%).

Given the manual check needed to verify the innovativeness of a business from the an-

nual report, we have opted for checking companies from both the highest and lowest top-100

predicted probabilities. As a result of manual cross-match of business name with annual re-

port showed that there are only 23 innovative businesses among the top-100 businesses with

the highest predicted probabilities. Likewise, there are 10 innovative businesses among the

top-100 businesses with the lowest predicted probabilities. Although there is a pattern of more

innovative businesses among the top-100 businesses with the highest predicted probabilities,

the results indicate there is a conceptual problem. Because of that, we have matched the com-

panies from the CIS results and manually checked the VLAIO dataset. Among 200 manually

checked companies according to the VLAIO innovation indicator, there were 31 businesses

also included in the CIS dataset. The agreement between the true CIS labels and the VLAIO

indicator turned out to be only 32.23%. Given the low agreement between the innovation defi-

nitions, the results must be interpreted with caution.

6 Discussion

First of all, the basic assumption of classification is that a given business website text

encapsulates fundamental innovation concepts. Although the classification task is at the center

of our study, the concept of innovation deserves attention at a higher level. The various defini-

tions of the abstract concept of innovation may lead to wrong conclusions and downgrade the

model usability. The supervised classification models ultimately take over the definition from

the Community Innovation Survey. Hence, a prediction task using an independent test dataset

is expected to be classified according to the CIS definition. This feature is useful for Statistics

Flanders in order to build low-cost and quality statistics about business innovation. On the other

hand, the portability of the prediction models within governmental bodies needs consideration

of the rigid innovation concept. The low agreement between the CIS and the VLAIO labels

suggests that we need a more unified indicator of innovation at least in the Flemish region.

The measurement of business innovation via CIS throughout the EU states follows a

standardized and traditional approach. The use of web scraping and text mining methodologies
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was successfully applied in several European countries such as Poland, Germany and Nether-

lands. In the light of these past studies, the application to the Flemish businesses produced

fruitful results and extend the existing methodologies. The traditional featurization through doc-

ument vector representations and contextual embeddings render satisfactory predictive results

on the test dataset. The traditional predictive models can be perceived as white-box models

where we can infer from the input features. The transparency aspect of the official statistics

has an importance to the statistical authorities. Hence, we need to evaluate models on the

interpretability aspect along with their predictive power. In this regard, the deep-learning mod-

els (transformers) are black-box models where we can hardly gain information about the inner

model dynamics. The hidden layers and the attention weights are innumerable and their indi-

vidual effect on the outcome is hard to track. Yet, the transformers outperformed the traditional

models which use traditional featurization. The detailed classification reports indicate that raise

in F1 score is related to the better recall of non-innovative businesses. As the predicted prob-

ability histograms suggested (figure 5.1 and 5.2), the traditional algorithms struggle mostly to

classify non-innovative businesses. Even though we have utilized an oversampling strategy in

training, the mere duplication of the raw text supplied insufficient information to the model. Put

it differently, the duplication of the non-innovative business websites successfully solved the

class imbalance problem but the duplication did not provide additional useful information for

classification. Consequently, the prediction of the non-innovative businesses has still potential

to improve given more labeled non-innovative business websites.

In addition to deducting insights from the most positive and negative words from the

logistic regression model, we can also mathematically interpret the coefficient estimates. The

logistic regression model returns log-odds information. We can transform the default log-

odds to odds ratio by taking the exponent of the coefficients. For instance, the odds ratio

of most positive word (applications) and most negative word (offerte) are exp(3.89) = 48.91

and exp(−3.13) = 0.04 respectively. Since the features from the TF-IDF are continuous vari-

ables, we can easily interpret the result when we consider all else is held constant. For the

most positive word applications, a single unit increase will result in an improvement of odds by

a factor of 48.91 to be innovative. Likewise, a single unit increase of TF-IDF weight of most

negative words for a business website would decrease the odds of being innovative by a 0.04

multiplicative factor. Considering how relevant the top-20 positive words to the general innova-

tion terminology, the calculated odds ratios are coherent. To conclude our discussion on the

model selection, we believe that the white-box models provide useful insights with less pre-

dictive power. The transparency and wide comprehension of the traditional models are more

useful while the statistical authorities are still exploring the modern tools. At the same time, full

deployment and pipeline still benefit from the deep learning models in the near future when the

big data application becomes more integrated within the statistical authorities.

Following the empirical results, we can confidently answer our main research question;

whether an official statistic can be constructed from the Flemish company websites using web
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scraping and text mining methodologies. The predictive models suggest that CIS results can

be predicted accurately using web scraping and text mining techniques. On the other hand,

there are a couple of limitations. First of all, the Statistics Flanders still working on gather-

ing a comprehensive list of Flemish business information. The official statistic on business

innovation should be extracted from a census-like approach to all available Flemish business

websites. For this reason, the predictive models form a solid baseline for a quality official statis-

tic on business innovation but a broader application requires additional input data. Secondly,

the methodology followed built upon the labeled dataset from the CIS 2019. The supervised

aspect of the machine learning techniques depends on these true labels. Considering that the

production of an official statistic using the modern methodology should be thought of as an

alternative methodology rather than a substitute.

The scalability of the methodology can be achieved with a pipeline prepared exclusively

for the Statistics Flanders. The one drawback is that the pipeline assumes the correct URL

input for each Flemish business As mentioned earlier, the Flemish authorities are currently

working on gathering a comprehensive database of business URLs. Given the URLs, the

pipeline is able to harvest website homepage text, pre-process it, train models and even pre-

dict independent business websites using a saved model. The Python module prepared is a

scalable approach that can be used by Statistics Flanders to build cost-effective, quality and

timely official statistics on business innovation (see section 9).

Figure 6.1: Choropleth Map: Count of Innovative Businesses in Municipality Level
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A geospatial representation of the innovative businesses in municipality level is given in

figure 6.1. The top choropleth map visualizes the count of innovative businesses in the test

data set. Consequently, the true labels were counted and colored according to the CIS results.

Given the relatively limited size of the test dataset, the map should not be interpreted as a true

view of Flemish innovation centers. The choropleth map below in figure 6.1 maps the predicted

labels in the same way. Hence, we can compare the results visually and observe abnormal

municipalities.

Figure 6.2: Choropleth Map: Absolute Count Error Difference Histogram

Figure 6.2 shows the absolute error histogram from the counts by municipalities. When

aggregated on the municipality level, there are a small fraction of count errors for the test

dataset. Even though we cannot utilize the choropleth maps to study the geospatial distribution

of innovation in the Flemish region due to the limited dataset, the integration forms a baseline

for scalability. When the geospatial analysis is applied to all Flemish businesses, we can

identify the municipalities that are outlying in the error distribution. Furthermore, a census-

like prediction will allow Statistics Flanders to build infographics to disseminate the spatial

innovation density to both public and governmental bodies.

7 Conclusion

The aim of the thesis was to construct an complementary methodology to estimate

business innovation within the Flemish region. The current official estimates ultimately derived

from the Community Innovative Survey (CIS) which uses a primary information source. Given

its broad application in all EU states, the statistical authorities experimented with organic and

big data techniques in order to reproduce the survey results. In this developing context, we

heavily referenced the methodology taken by Statistics Netherlands [9] [10].

Given the unique position of Belgium (see figure 1.1), the classification of Flemish busi-

nesses created new challenges in addition to the dynamic web content and multilingual char-

acteristic of Belgium. In order to deal with regional challenges, we have proposed a tailor-made
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pipeline to classify business websites whether innovative or not. The pipeline includes every

necessary step from the acquisition of the data to the prediction of unseen businesses using

saved models.

The traditional pipeline which deals with text pre-processing and manual transforma-

tions of raw text input resulted in a satisfactory predictive power. The logistic regression model

together with document embeddings and oversampling achieved 0.90 accuracy and 0.80 F1

score. These metrics are coherent with the empirical results published by Statistics Nether-

lands [10]. Taking into account the socio-economical and linguistic similarities between the

two regions, the results are compatible as expected. On the other hand, a new state-of-art

methodology is considered besides the traditional pipeline, namely transformers under deep

learning. The empirical model results indicate that the transformers significantly increase the

recall of non-innovative businesses so that directly affecting the F1 scores. Nonetheless,

the deep learning techniques suffer from less interpretability compared to the white-box ap-

proaches such as logistic regression. In the context of the official statistics, the accountability

and transparency of the estimates need extra consideration along with the predictive power of

the models.

In parallel with supervised model exploration, we have also presented a sensitivity anal-

ysis for various text pre-processing steps. These preliminary steps are overlooked in the liter-

ature of text classification using dynamic website content. Moreover, we have demonstrated

of prediction of our best models using an independent VLAIO dataset. Although the overall

distribution of binary outcomes appears to be reasonable, an inspection of the top-100 most

positive and negative businesses showed that there is a discrepancy between the innovation

labels. Since the concept of innovation is quite abstract, the discordant definitions of innova-

tion between the CIS (inno5) and VLAIO followed a low agreement rate. Given that, the results

need to be interpreted carefully. Lastly, we have implemented a geospatial integration using

choropleth maps that can be scaled when a census-like application will be performed.

Meanwhile, there are certain limitations for the modern methodological estimate. First

of all, the supervised learning models still depend on the true label from the CIS. Conse-

quently, modern techniques should only be acknowledged as a complementary methodology

rather than a substitute. Secondly, the absence of comprehensive URL domains of all Flemish

businesses restricted our application to the businesses that participated in CIS 2019. A full

application would require more scalable and robust tools which can accommodate web dy-

namics and model biases. The training of embeddings can also be affected by the number of

websites and their current context. In the end, the supervised models seem to struggle with

the classification of non-innovative businesses as the predicted probability histograms indicate

(figure 5.1, 5.2).

In the end, this thesis forms a baseline application that can be extended. Along with

the replication of results from other statistical authorities, we presented state-of-art text mining
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and classification applicants on a similar dataset. In the meantime, there is more theoretical

work needed in order to integrate organic and big data sources in official statistics production

process.

8 Further Research

The research presented mainly focuses on the baseline application to limited survey

data. A more rigorous application to all Flemish businesses is necessary in order to derive

a quality official statistic. Further research should give attention to a census-like application

whenever an exhaustive list of URLs becomes accessible. On the other hand, the machine

learning models trained during the empirical analysis are subject to degradation. Like ev-

erything, the time works against the power and stability of the models which need notable

attention. For this reason, an investigation of the model degradation for the models trained

upon dynamic website texts is crucial. Additionally, a comprehensive application to the entire

Flemish region needs more theoretical work where bias assessment is necessary. The identi-

fication and analysis of inaccessible websites and missing data may cause a biased estimate

of the number of innovative enterprises. Lastly, the deep learning models (transformers) are

actively developing. The number of pre-trained models doubled since I have started this thesis.

Given the dynamics and rise of deep learning methodologies, a future look into new state-of-art

applications will be rewarding.

9 Code

The code that was produced during the application can be openly accessed from follow-

ing Github repository: http://www.github.com/nusretipek/Flanders_Innovation
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